Vector Spatiotemporal Solitons and Their Memory Features in Cold Rydberg Gases
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We propose a scheme to generate stable vector spatiotemporal solitons through a Rydberg electromagnetically induced transparency (Rydberg-EIT) system. Three-dimensional vector monopole and vortex solitons have been found under three nonlocal degrees. The numerical calculation and analytical solutions indicate that these solitons are generated with low energy and can stably propagate along the axes. The behavior of vector spatiotemporal solitons can be manipulated by the local and nonlocal nonlinearities. The results show a memory feature as these solitons can be stored and retrieved effectively by tuning the control field.
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Higher-dimensional spatiotemporal solitons (STSs) have attracted a lot of interest in many fields.[1–8] In nonlinear optics, spatiotemporal solitons are unstable in Kerr media due to the Kerr nonlinearity.[9,10] To reduce this rapid distortion, short pulses with high powered lasers were commonly applied in experiments to generate solitons.[11,12] As these high energy solitons are hard to manipulate in optical information processes, there is another way to generate solitons with low energies. Moreover, the solitons with low energy are found to have memory features, and the storage and retrieval of these solitons are possible.[13]

A number of optical systems have been proposed to satisfy these demands in theoretical and experimental studies.[14–19] For example, Edmundson and Skryabin demonstrated a robust bistable STS with quadratic nonlinearities.[14,15] Desyatnikov et al. and Ge found STSs in an optical media with higher order nonlinearities.[16,17] Mihalache et al. obtained stable spinning STSs by tuning the focusing and defocusing nonlinearities.[18] Zhang et al. revealed that 3D solitons can stably exist in atomic systems with spin-orbit coupling interactions.[19] Systems with Rydberg atoms are proven to be an effective media to generate stable solitons with low energies for the strong and long-range optical nonlinearities between the Rydberg atoms.[20–25] Ultra-cold Rydberg atoms in a Bose–Einstein condensate is the latest hot topic of research for finding stable solitons with novel characters.[26–29]

Despite the above progress, realizing single 3D vector STSs in Rydberg atomic systems is an open question. We focus on this question and present a systematic method to generate low power, stable spatiotemporal solitons with local Kerr nonlinearity and nonlocal nonlinearity.

Model. A 5-level Rydberg atomic system is constructed in Fig. 1(a). Four laser fields are coupled to this 5-level atomic system. A double Λ-type EIT configuration is constructed by states |1⟩, |2⟩, |3⟩, |4⟩, the probe (Ωp), signal (Ωs) and control (Ωc) fields; |5⟩ is coupled to |4⟩ through auxiliary laser field Ωs. In our work, the strontium (88Sr) atomic gas is chosen as a potential atom to realize the system.[30–32] The states above are |1⟩ = 5S1/2, F = 1, mF = −1⟩, |2⟩ = 5S1/2, F = 2, mF = −1⟩, |3⟩ = 5S1/2, F = 2, mF = −1⟩, |4⟩ = 5S1/2, F = 2P1/2, mF = −1⟩, and |5⟩ = nS1/2⟩. The main quantum number is n = 60.

The Hamiltonian of this 5-level Rydberg atomic system is

$$\hat{H}_H(t) = N_a \int_{-\infty}^{+\infty} d^3 r \hat{H}_H(r, t),$$

where $N_a$ is...
atomic density. In the interaction picture, the Hamiltonian density is written as

\[ \hat{H}_I(r, t) = \sum_{j=1}^{4} \hbar \Delta_j \hat{S}_{jj}(r, t) - \hbar \Omega_p \hat{S}_{14}(r, t) \\
+ \Omega_a \hat{S}_{45}(r, t) + \Omega_e \hat{S}_{24}(r, t) + \Omega_c \hat{S}_{34}(r, t) + \text{h.c.} \]

\[ + N_a \int \rho' \rho'' d^3r' d^3r'' \hat{S}_{55}(r', t) hv(r' - r) \hat{S}_{55}(r, t), \tag{1} \]

where \( \hat{S}_{ij} = |i\rangle \langle j| \exp \left[ \left( k_i - k_j \right) \cdot r - \left( \omega_1 - \omega_j + \Delta_1 - \Delta_j \right) t \right] \). The \( \Delta = \omega_p - \omega_a \) is the detuning, \( \Delta_a = \omega_p + \omega_a \). The two-photon density matrices, \( \Delta_4 = \omega_p - \omega_a - \left( \omega_2 - \omega_1 \right) \) and \( \Delta_5 = \omega_a - \omega_p - \left( \omega_5 - \omega_1 \right) \), are the half Rabi frequencies. Substituting the Hamiltonian to the optical Bloch equation \( \partial \rho / \partial t = -i \left[ \hat{H}, \rho \right] / \hbar - \Gamma [\rho] \), we can get the density equations of the system [see the Supplementary Material].

![Fig. 1. (a) The 5-level Rydberg atomic system with double EIT configuration. (b) and (c) constitute the double standard Λ-type EIT configurations. The probe/signal/control/auxiliary field \( \Omega_p / \Omega_e / \Omega_c / \Delta_a \) couple the transitions \( |1\rangle \rightarrow |4\rangle, |2\rangle \rightarrow |4\rangle, |3\rangle \rightarrow |4\rangle \) and \( |4\rangle \rightarrow |5\rangle \). (d) is the spontaneous emission decay rates, \( \Delta_a \) is the detuning. (b) Illustration of the system. (c) Storage and retrieval of monople STTs (upper) and vortex STTs (lower) in the general nonlocal response, illustrated by isosurface plots of the intensity of vector STTs at \( z = 0 \), \( 2L_{\text{diff}} \), \( 4L_{\text{diff}} \), where \( L_{\text{diff}} \) is the diffusion distance.

The equation of motions for the \( \Omega_p \) and \( \Omega_e \) is governed by the Maxwell vector \( \nabla \times E = \left( 1/c^2 \right) \partial^2 E / \partial t^2 = \left[ 1 / (c \varepsilon_0^2) \right] \partial^2 \mathbf{P} / \partial t^2 \), where \( \mathbf{P} = N_a Tr(p \mathbf{p}) \). Under slowly varying envelope approximation, the probe field \( \Omega_p \) and signal field \( \Omega_e \) satisfy

\[ i \left( \frac{\partial}{\partial z} + \frac{1}{c} \frac{\partial}{\partial t} \right) \Omega_p(s) + \frac{1}{2k_p(s)} \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) \Omega_p(s) + \kappa_{14}(24) \Omega_{14}(24) = 0, \tag{2} \]

where \( k_p(s) = \omega_p(s) / c, \kappa_{14} = N_a k_p \left| p_{14} \right|^2 / 2c_0 \hbar \) and \( \kappa_{24} = N_a k_p \left| p_{24} \right| |e_s|^2 / 2c_0 \hbar \).

To obtain divergence-free solutions for the one- and two-body correlators of the order of magnitude in the density equations, we assume \( \rho_{j1} \equiv \left\langle \hat{S}_{j1} \right\rangle \) and \( \rho_{j1,\mu\nu} \equiv \left\langle \hat{S}_{j1} \hat{S}_{\mu\nu} \right\rangle \). In order to solve these equations, the physical quantities are expanded as \( \Omega_p = \sum m = 1 c_m \Omega_p^{(m)} \), \( \Omega_e = \sum m = 1 c_m \Omega_e^{(m)} \), \( \rho_p = \sum m = 1 c_m \rho_p^{(m)} \), \( \rho_{j1} = \sum m = 1 c_m \rho_{j1}^{(m)} \), and \( \rho_{j1,\mu\nu} = \sum m = 1 c_m \rho_{j1,\mu\nu}^{(m)} \), where \( c_m \) are dimensionless quantities, \( \Omega_p^{(m)} \) is the initial frequency of the probe/signal pulse; \( s = z / (2L_{\text{diff}}), (x, y) / R_0, \tau = t - z / V_s \), with \( L_{\text{diff}} = 2c_0 R_0^2 / c \) and \( R_s = R_0 = R_0 \) being the typical radius of the probe and signal pulses;
\[ \alpha = 2N_a R_0^2 |\psi_0|^2 L_{\text{diff}}/D(\omega) \] is the degree of nonlocality; \( g_{jl} = -2W_j|\Omega_j|^2 L_{\text{diff}} \) are the interaction coefficients, where \( W_{11} \) and \( W_{22} \) are the nonlinear self-focusing coefficients, \( W_{12} \) and \( W_{21} \) are the nonlinear cross-phase coefficients. The detail expressions of \( W_{jl} \) \((j, l = 1, 2)\) are given in the Supplementary Material.

**Three-Dimensional Vector Spatiotemporal Solitons and Their Memory Feature.** In this study, we assume \( \psi_{1(2)} = \psi_{1(2)} e^{i\omega s} \), where \( s \) is the propagation coefficient. Then the energies of solitary wave are \( U_{1(2)} = \iint |\psi_{1(2)}|^2 d\xi d\eta \), and total energy is \( U = U_1 + U_2 \).

The eigenvalue of Eq. (5) can be obtained by using the numerical and analytical methods.\(^{[33,34]}\) With perturbation, we have \( \psi_{1(2)} = |\psi_{01(2)} + (u_{1(2)} + v_{1(2)})e^{\lambda s} + (u_{1(2)} - v_{1(2)})e^{\lambda^* s}|e^{i\phi s} \), where \( \psi_{01(2)} \) is the stationary solution of Eq. (5), \( u_{1(2)}, v_{1(2)} \ll \psi_{01(2)} \) are the perturbation terms, and \( \lambda \) is a complex parameter indicating the perturbation growth rate. According to the criteria, the soliton solutions can be stable if \( \text{Re}(\lambda) = 0 \).\(^{[35]}\) The parameters we choose in this system are \( R_1 = 12 \mu m, \tau_o = 1.1 \times 10^{-6} s, I_{21} = 0.21 \pi MHz, I_4 = 2.2 \pi \times 10^{8} MHz, I_5 = I_{45} = 2 \pi \times 16.9 kHz, \Delta_2 = 0.27 \times 10^6 s^{-1}, \Delta_3 = 1.68 \times 10^6 s^{-1}, \Delta_4 = 1.1 \times 10^8 s^{-1}, \Delta_5 = 2.37 \times 10^5 s^{-1}, N_a = 1.0 \times 10^{12} cm^{-3}, \Omega_c = \Omega_{c0} = 1.2 \times 10^7 s^{-1}, \Omega_a = \Omega_{a0} = 5 \times 10^7 s^{-1}. \) In this case, the solitary wave is generated with small power \( P_{1(2)} = 1.7 nw \), and propagates with very slow speed \( V_{g1(2)} \approx 2.47 \times 10^{-6} c \) (point B in Fig. 2).\(^{[36]}\)

**Figure 2.** (a)–(e) Energy flow of probe and signal pulses versus the relative local parameters \( g_{jl} (j, l = 1, 2) \) and nonlocal nonlinearity strength \( \alpha \). (f) \( U_2 \)–\( b \) relation with different \( \alpha \). The solid lines represent the numerical solutions, and the dotted lines are the analytical solutions (dotted line). Figure 2(e) shows the stability range of solitons in the \( \alpha \)–\( b \) plane with \( \alpha = 5, b = 1.1, \alpha = 0, b = 1, \alpha = 5, b = 1.1 \).

**Figure 3.** (a)–(d) Stability areas for 3D vector STSs in the \( g_{jl} (j, l = 1, 2) \) plane. The stable shaded regions appear in blue and unstable regions appear in green. Point A (local): \( g_{jl} = 5, \alpha = 0 \). Point B (general nonlocal): \( g_{jl} = 1, \alpha = 1 \). Point C (strongly nonlocal): \( g_{jl} = 6, \alpha = 5 \).

**Figure 2** shows the energy of probe \( (U_1) \) or signal \( (U_2) \) pulses. In Figs. 2(a) and 2(b), one can see that \( U_2 \) initially decreases slowly with \( g_{11(12)} \). When \( g_{11(12)} > 0.92, U_2 \) starts to drop rapidly, until nearly zero, and it remains constant. Nevertheless, \( U_1 \) increases rapidly to maximum, then it decreases slowly with \( g_{11(12)} \). On the contrary, \( U_{1(2)} \)–\( g_{21(22)} \) relations in Figs. 2(c) and 2(d) show the opposite trends. Further, the total energies of two pulses stay almost the same, as long as parameters \( \alpha \) and \( b \) are not changed. The numerical solutions (solid lines) agree well with the analytical solutions (dotted line). Figure 2(e) shows the \( U_1 \)–\( \alpha \) relation, where only \( U_2 \) is plotted because \( U_1 \) overlaps with \( U_2 \) in the simulation. One can see that \( U_1 \) decreases monotonously with \( \alpha \), so the total energy decreases when tuning \( \alpha \). Further, when \( \alpha < 1.47 \), there is a great difference between the analytical solution and the numerical simulation; however, they agree very well when \( \alpha \geq 1.47 \). In Fig. 2(f), \( U \) monotonically increases with \( b \). According to the VK stability criterion, these vector STSs found here are stable when \( dU/db > 0 \).\(^{[36]}\) Further, we find that the larger the \( \alpha \), the larger the stability ranges vector STSs have.

**Figure 3** shows the stability areas for 3D vector STSs in the \( g_{jl} \)–\( \alpha \) plane with \( j, l = 1, 2 \). Numerical results display that vector STSs exist and are stable in the blue area. Simulation results show that five parameters \( i.e., g_{11}, g_{12}, g_{21}, g_{22}, \) and \( \alpha \) profoundly affect the stability range of solitons. Comparing Figs. 3(a) and 3(d) with Figs. 3(b) and 3(c), we can find that the cross-phase modulation parameters \( i.e., g_{12} \) and \( g_{21} \) are more robust than the self-phase.
modulation parameters (i.e., \(g_{11}\) and \(g_{22}\)).

Vector soliton solutions to Eq. (5) are given in three nonlocality degrees: (i) \(R_0 \ll R_0\) (local response region), (ii) \(R_0 \approx R_0\) (general nonlocal response region), and (iii) \(R_0 \gg R_0\) (strongly nonlocal response region), where \(R_0\) is the Rydberg blockade radius. The dynamical properties of 3D vector STSs in local (dot A), general nonlocal (dot B) and strongly nonlocal (dot C) response regions are plotted in Fig. 4. Three-dimensional monopole solitons (soliton energy distributes in the center with only one peak) and vortex solitons (soliton energy distributes as a vortex profile with the smallest energy in the center) are both shown under a random perturbation. Note that monopole solitons are more stable than vortex solitons in our system in all three nonlocality degrees, which is similar to the existing reports. Comparing the stabilities of solitons in three nonlocality degrees, we find that 3D vector STSs in strongly nonlocal response region are the most stable ones. On the contrary, solitons in local response region are the most unstable ones.

Fig. 4. Dynamical properties of 3D vector STSs in local (a1)–(a4), general nonlocal (b1)–(b4) and strongly nonlocal (c1)–(c4) response regions, corresponding to dots A, B and C in Figs. 2 and 3, respectively. Isosurfaces of 3D monopole STSs [(a1), (b1), (c1)] and vortex STSs [(a2), (b2), (c2)]. Phases of 3D vortex STSs [(a3), (b3), (c3)]. The first three columns are plotted under a random perturbation at \(s = 27\). [(a4), (b4), (c4)] Linear-stability spectra of monopole and vortex STSs. Other parameters are the same as Fig. 3.

Fig. 5. (a)–(c) Energy flow of \(|U_1|\) (i.e. monopole STSs, solid blue), and \(|U_2|\) (i.e. vortex STSs, dashed red) at \(s = 0, 3/4, 3/2, 9/4, 3\) with three nonlocal response regions. (d)–(f) Evolution of monopole STSs and the vortex STSs. [(a), (d)] Strongly nonlocal response. [(b), (e)] General nonlocal response, [(c), (f)] Local response. Other parameters are the same as Fig. 3.
The dynamics of vector STSs in this system may be tested by numerically solving Eq. (5) with the fast fractional Fourier algorithm.\cite{35} Figure 5 displays the evolution of vector STSs in strongly nonlocal [(a), (d)], general nonlocal [(b), (e)], and local [(c), (f)] response regions. Figures 5(a)–5(c) show the energy flows $|U_1|$ (monopole solitons) and $|U_2|$ (vortex solitons). One can see that the total energy of monopole and vortex solitons almost remains the same in both strongly nonlocal and general nonlocal response regions, although $|U_1|$ and $|U_2|$ show some oscillations with the propagation distance $s$ in strongly nonlocal response region. When $s > 2.1$, $|U_1|$ suddenly increases and $|U_2|$ decreases. However, $|U_{1(2)}|$ and the total energy decrease with $s$ in the local response region [see Fig. 5(c)].

Further, in strongly nonlocal response region, one can find a quasi-elastic collision phenomenon between monopole and vortex solitons in the propagation [see Fig. 5(d)]. The distribution of the vector STSs is basically unchanged, and the solitons remain stable after the collision. This collision phenomenon is absent in the general nonlocal and local response region. The distribution of the vector STSs changes significantly in general nonlocal response region [Fig. 5(e)] and produces collapse in local response region [Fig. 5(f)].

Next, we investigate the memory feature of the solitons by modulating the control field. The control field has two states, switch-on and switch-off.\cite{40} The input probe and signal pulses are taken as a fundamental Gaussian mode and $r e^{-r^2}$, respectively. The memory feature can be described by the efficiency $\eta$ and fidelity $\eta J^2$.

The storage and retrieval of the 3D vector STSs are shown in Figs. 1(c) and 6. Figure 1(c) display the numerical results of the intensity of the probe and signal pulse $U_{1(2)}/U_0$ during propagation. It is shown that 3D vector STSs can be stored and retrieved effectively by the switch-on and switch-off of the control field. There is still small deformation of the vector STSs, after storage, due to dissipation.

Table 1. The efficiency and fidelity of the memory effect.

<table>
<thead>
<tr>
<th>Nonlocal degree</th>
<th>Monopole solitons</th>
<th>Vortex solitons</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>efficiency</td>
<td>fidelity</td>
</tr>
<tr>
<td>Local</td>
<td>0.80</td>
<td>0.70</td>
</tr>
<tr>
<td>General nonlocal</td>
<td>0.92</td>
<td>0.80</td>
</tr>
<tr>
<td>Strongly nonlocal</td>
<td>0.98</td>
<td>0.95</td>
</tr>
</tbody>
</table>

Fig. 6. Memory feature of 3D monopole STSs and vortex STSs in the local [(a), (d)], general nonlocal [(b), (e)] and strongly nonlocal [(c), (f)] response regions. The first row represents monopole STSs, and the second row represents vortex STSs. The black dashed line shows the switch-on, switch-off, and re-switch-on of the control field $|\Omega_z \tau_0|$. The blue, orange and purple lines are $|\Omega_{p(c)}\tau_0|$ at $z = 0$ (at the beginning), $z = 2L_{\text{diff}}$ (during of the storage), and $z = 4L_{\text{diff}}$ (after the retrieval), with $L_{\text{diff}} = 1.37$ mm. Other parameters are the same as Fig. 2.

Figure 6 display the memory effects of monopole and vortex solitons in three nonlocal response regions. The efficiency and fidelity of the memory effect are given in Table 1. In the local response region [Figs. 6(a) and 6(d)], the vector STSs have a tremendous amount of deformation after storage due to the imbalance of diffraction, dispersion and nonlinearity. The efficiency and fidelity are relatively low for both monopole STSs and vortex STSs. In the general nonlocal response region [Figs. 6(b) and 6(e)], one can see that after storage the vector STSs characterize a small amount of wave shape deformation. However, in the strongly nonlocal response region [Figs. 6(c) and 6(f)], the monopole STSs (vortex STSs) retain nearly the same wave shape after storage. Here, we obtain the highest efficiency and fidelity. One can see that the nonlocality is the critical factor in the storage and retrieval of the solitons.
In summary, we have proposed a 5-level Rydberg-EIT atomic system to generate stable vector spatiotemporal solitons. The formation, propagation, and stability analysis of 3D monopole and vortex solitons are studied. The vector STSs are proven to be stable and can be stored and retrieved effectively in nonlocal response region. Our study provides a new application of optical solitons in the optical information.
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Text A: Expansion equations of optical Bloch equation

The density equations $\rho$ of the system is obtained by substituting the Hamiltonian to the optical Bloch equation, $\partial \rho / \partial t = -i[H, \rho] / \hbar - \Gamma [\rho]$. For the $5 \times 5$ density matrix, we get the following expansion equations of optical Bloch equation.

\begin{align}
&i \left( \frac{\partial}{\partial t} + \Gamma_{21} + \Gamma_{31} \right) \rho_{11} - i \left( \Gamma_{12} \rho_{22} + \Gamma_{13} \rho_{33} + \Gamma_{14} \rho_{44} \right) - \Omega_p \rho_{41}^* + \Omega_p^* \rho_{41} = 0, \\
&i \left( \frac{\partial}{\partial t} + \Gamma_{12} \right) \rho_{22} - i \left( \Gamma_{21} \rho_{11} + \Gamma_{23} \rho_{33} + \Gamma_{24} \rho_{44} \right) - \Omega_s \rho_{42}^* + \Omega_s^* \rho_{42} = 0, \\
&i \left( \frac{\partial}{\partial t} + \Gamma_{13} \right) \rho_{33} - i \left( \Gamma_{31} \rho_{11} + \Gamma_{34} \rho_{44} \right) - \Omega_c \rho_{43}^* + \Omega_c^* \rho_{43} = 0, \\
&i \left( \frac{\partial}{\partial t} + \Gamma_{14} + \Gamma_{24} + \Gamma_{34} \right) \rho_{44} - i \Gamma_{43} \rho_{33}^* - \Omega_p \rho_{45}^* - \Omega_p^* \rho_{45} = 0,
\end{align}

\begin{align}
&i \left( \frac{\partial}{\partial t} + \Gamma_{45} \right) \rho_{55} = 0, \\
&(i \frac{\partial}{\partial t} + d_{21} \rho_{21} + \Omega_s^* \rho_{41} - \Omega_p \rho_{42}^* = 0, \\
&(i \frac{\partial}{\partial t} + d_{31} \rho_{31} + \Omega_c \rho_{41} - \Omega_p \rho_{43}^* = 0, \\
&(i \frac{\partial}{\partial t} + d_{41} \rho_{41} + \Omega_p \rho_{41}^* - \Omega_p \rho_{44} + \Omega_s \rho_{21} + \Omega_c \rho_{31} + \Omega_a \rho_{51} = 0, \\
&(i \frac{\partial}{\partial t} + d_{51} \rho_{51} + \Omega_a \rho_{41} - \Omega_p \rho_{54} - N_a \int d^3 \mathbf{r}' V(\mathbf{r}' - \mathbf{r}) \rho_{35,51}(\mathbf{r}', \mathbf{r}, t) = 0, \\
&(i \frac{\partial}{\partial t} + d_{32} \rho_{32} + \Omega_c \rho_{42} - \Omega_s \rho_{43}^* = 0, \\
&(i \frac{\partial}{\partial t} + d_{42} \rho_{42} + \Omega_s \rho_{22} - \Omega_p \rho_{44} + \Omega_p \rho_{42}^* + \Omega_c \rho_{32} + \Omega_a \rho_{52} = 0, \\
&(i \frac{\partial}{\partial t} + d_{43} \rho_{43} + \Omega_s \rho_{33} - \Omega_p \rho_{44} + \Omega_s \rho_{33}^* = 0.
\end{align}
\[
(i \frac{\partial}{\partial t} + d_{s2}) \rho_{s2} + \Omega_a \rho_{a2} - \Omega_c \rho_{c4} - N_a \int d^3r V(r' - r) \rho_{s5s2}(r', r, t) = 0, \tag{A12}
\]

\[
(i \frac{\partial}{\partial t} + d_{s3}) \rho_{s3} + \Omega_a \rho_{a3} - \Omega_c \rho_{c5} - N_a \int d^3r V(r' - r) \rho_{s5s3}(r', r, t) = 0, \tag{A13}
\]

\[
(i \frac{\partial}{\partial t} + d_{s4}) \rho_{s4} + \Omega_a \rho_{a4} - \Omega_c \rho_{c6} - N_a \int d^3r V(r' - r) \rho_{s5s4}(r', r, t) = 0, \tag{A14}
\]

\[
(i \frac{\partial}{\partial t} + d_{s5}) \rho_{s5} + \Omega_a \rho_{a5} - \Omega_c \rho_{c7} - N_a \int d^3r V(r' - r) \rho_{s5s5}(r', r, t) = 0, \tag{A15}
\]

where \( d_{ji} = \Delta_j - \Delta_i + i\gamma_{ji} \) for \( i, j = 1, 2, 3, 4 \) and \( i \neq j \), and \( \gamma_{ji} = (\Gamma_j + \Gamma_i)/2 + \gamma_{ji}^{\text{dep}} \) with \( \Gamma_i = \sum_{j \neq i} \Gamma_{ji} \).

Here \( \Gamma_{ji} \) denotes the spontaneous emission decay rate between states \( |j\rangle \) and \( |l\rangle \), and \( \gamma_{ji}^{\text{dep}} \) is the dephasing rate between the states \( |j\rangle \) and \( |l\rangle \).

**Text B: Expansion equations of zeroth order density matrix elements and the first order solutions**

(i) At the zeroth order \( (m = 0) \) order, equations for \( \rho_{32}^{(0)}, \rho_{42}^{(0)}, \rho_{43}^{(0)}, \rho_{52}^{(0)}, \rho_{53}^{(0)} \), and \( \rho_{54}^{(0)} \) are given by

\[
\begin{bmatrix}
  d_{32} & \Omega_c^* & 0 & 0 & 0 & 0 \\
  \Omega_c & d_{32} & 0 & \Omega_c^* & 0 & 0 \\
  0 & 0 & d_{32} & 0 & \Omega_c^* & 0 \\
  0 & \Omega_c & 0 & d_{32} & 0 & \Omega_c^* \\
  0 & 0 & 0 & 0 & -\Omega_c^* & d_{32} \\
  0 & 0 & 0 & 0 & 0 & -\Omega_c^* \\
\end{bmatrix}
\begin{bmatrix}
  \rho_{32}^{(0)} \\
  \rho_{42}^{(0)} \\
  \rho_{43}^{(0)} \\
  \rho_{52}^{(0)} \\
  \rho_{53}^{(0)} \\
  \rho_{54}^{(0)} \\
\end{bmatrix}
= 
\begin{bmatrix}
  0 \\
  0 \\
  0 \\
  0 \\
  -\Omega_c \rho_{54}^{(0)} \\
  -\Omega_c \rho_{54}^{(0)} \\
\end{bmatrix}, \tag{B1}
\]

Equations for \( \rho_{11}^{(0)}, \rho_{22}^{(0)}, \rho_{33}^{(0)} \), and \( \rho_{44}^{(0)} \) read

\[
\begin{bmatrix}
  -\Gamma_{21} + \Gamma_{31} & \Gamma_{12} & \Gamma_{13} & \Gamma_{14} \\
  \Gamma_{21} & -\Gamma_{12} & 0 & \Gamma_{24} \\
  \Gamma_{31} & -\Gamma_{13} & \Gamma_{34} & 0 \\
  1 & 1 & 1 & 1 \\
\end{bmatrix}
\begin{bmatrix}
  \rho_{11}^{(0)} \\
  \rho_{22}^{(0)} \\
  \rho_{33}^{(0)} \\
  \rho_{44}^{(0)} \\
\end{bmatrix}
= 
\begin{bmatrix}
  0 \\
  0 \\
  0 \\
  i\Omega_c (\rho_{13}^{(0)} - \rho_{31}^{(0)}) + \rho_{31}^{(0)} \\
\end{bmatrix}, \tag{B2}
\]

And \( \rho_{31}^{(0)} = \rho_{23}^{(0)} = \rho_{41}^{(0)} = \rho_{51}^{(0)} = 0, \rho_{32}^{(0)} = \rho_{42}^{(0)} = \rho_{52}^{(0)} = \rho_{53}^{(0)} = 0 \).

(ii) At the first order \( (m = 1) \) order, the solution for nonzero matrix elements reads

\[
\rho_{31}^{(1)} = -\frac{\Omega_c^* (\omega + d_{31}) (\omega + d_{41}) (\rho_{31}^{(0)} - \rho_{41}^{(0)}) + \Omega_c \int \rho_{34}^{(0)} F_i e^{i\phi} - a_{31}^{(1)} F_i e^{i\phi}}{D_1}, \tag{B3}
\]

\[
\rho_{41}^{(1)} = \frac{\omega + d_{41} (\omega + d_{31})(\rho_{11}^{(0)} - \rho_{31}^{(0)}) + \Omega_a \rho_{31}^{(0)} F_i e^{i\phi} - a_{41}^{(1)} F_i e^{i\phi}}{D_1}, \tag{B4}
\]

\[
\rho_{51}^{(1)} = -\frac{\Omega_a (\omega + d_{51})(\omega + d_{41})(\rho_{31}^{(0)} - \rho_{41}^{(0)}) + \Omega_a \rho_{31}^{(0)} F_i e^{i\phi} - a_{51}^{(1)} F_i e^{i\phi}}{D_1}, \tag{B5}
\]

\[
\rho_{32}^{(1)} = -\frac{\Omega_c^* (\omega + d_{31})(\omega + d_{21})(\rho_{32}^{(0)} - \rho_{42}^{(0)}) + (\omega + d_{21}) \Omega_a \rho_{32}^{(0)} F_i e^{i\phi} - a_{32}^{(1)} F_i e^{i\phi}}{D_2}, \tag{B6}
\]

2
\[
\rho_{41}^{(2)} = \frac{1}{\omega + d_{s1}} \left( \rho_{42}^{(1)} F_1 e^{i\theta_1} - \rho_{41}^{(1)} F_2 e^{-i\theta_1} \right),
\]
\[
\rho_{31}^{(2)} = \frac{-1}{\omega + d_{s1}} \left( \Omega_a \rho_{42}^{(1)} + i a_{s1}^{(1)} \right) \frac{\partial}{\partial t_1} F_1 e^{i\theta_1},
\]
\[
\rho_{41}^{(2)} = \frac{i}{D_{s1}} \left[ (\omega + d_{s1}) a_{41}^{(1)} + (\omega + d_{s1}) \Omega_a a_{41}^{(1)} - (\omega + d_{s1}) \Omega_a a_{51}^{(1)} \right] \frac{\partial}{\partial t_1} F_1 e^{i\theta_1},
\]
\[
\rho_{51}^{(2)} = \frac{-1}{\omega + d_{s1}} \left( \Omega_a a_{42}^{(1)} + i a_{s1}^{(1)} \right) \frac{\partial}{\partial t_1} F_2 e^{i\theta_1},
\]
\[
\rho_{32}^{(2)} = \frac{-1}{\omega + d_{s2}} \left( \Omega_a \rho_{42}^{(1)} + i a_{s2}^{(1)} \right) \frac{\partial}{\partial t_2} F_2 e^{i\theta_1},
\]
\[
\rho_{42}^{(2)} = \frac{i}{D_{s2}} \left[ (\omega + d_{s2}) a_{42}^{(1)} - (\omega + d_{s2}) \Omega_a a_{41}^{(1)} - (\omega + d_{s2}) \Omega_a a_{51}^{(1)} \right] \frac{\partial}{\partial t_1} F_2 e^{i\theta_1},
\]
\[
\rho_{52}^{(2)} = \frac{-1}{\omega + d_{s2}} \left( \Omega_a a_{42}^{(1)} + i a_{s2}^{(1)} \right) \frac{\partial}{\partial t_1} F_2 e^{i\theta_1},
\]
\[
\rho_{41}^{(2)} = a_{11}^{(2)} |F_1|^2 e^{(-2\pi a_{41})} + a_{12}^{(2)} |F_2|^2 e^{(-2\pi a_{42})},
\]
\[
\rho_{22}^{(2)} = a_{21}^{(2)} |F_1|^2 e^{(-2\pi a_{21})} + a_{22}^{(2)} |F_2|^2 e^{(-2\pi a_{22})},
\]
\[
\rho_{33}^{(2)} = a_{31}^{(2)} |F_1|^2 e^{(-2\pi a_{31})} + a_{32}^{(2)} |F_2|^2 e^{(-2\pi a_{32})},
\]
\[
\rho_{44}^{(2)} = a_{41}^{(2)} |F_1|^2 e^{(-2\pi a_{41})} + a_{42}^{(2)} |F_2|^2 e^{(-2\pi a_{42})},
\]
\[
\rho_{45}^{(2)} = a_{43}^{(2)} |F_1|^2 e^{(-2\pi a_{43})} + a_{45}^{(2)} |F_2|^2 e^{(-2\pi a_{45})},
\]
\[
\rho_{53}^{(2)} = a_{51}^{(2)} |F_1|^2 e^{(-2\pi a_{51})} + a_{52}^{(2)} |F_2|^2 e^{(-2\pi a_{52})},
\]
\[
\rho_{54}^{(2)} = a_{53}^{(2)} |F_1|^2 e^{(-2\pi a_{53})} + a_{54}^{(2)} |F_2|^2 e^{(-2\pi a_{54})},
\]

with

\[
a_{11}^{(2)} = -\frac{(2A_1 + 2C_{11} + H_{11})X_1 - (A_1 + C_{11})\Gamma_{12}\Gamma_{13}\Gamma_{45} + C_{11}X_3 - A_1(\Gamma_{13}\Gamma_{24} + \Gamma_{12}\Gamma_{34})\Gamma_{45}}{X_2}.
\]
\[ a^{(2)}_{i12} = -\frac{(2B_i + 2C_{12} + H_{12})X_1 - (B_i + C_{12})\Gamma_{12} \Gamma_{13} \Gamma_{45} + C_{12}X_3 + B_iX_4}{X_2} \]

\[ a^{(2)}_{221} = -\frac{(2A_1 + 2C_{11} + H_{11})Y_1 + A_1X_5 + C_{11}X_6}{X_2} \]

\[ a^{(2)}_{222} = -\frac{(2B_i + 2C_{12} + H_{12})Y_1 - B_i[Y_2 + (\Gamma_{21} \Gamma_{34} + \Gamma_{13} \Gamma_{21})\Gamma_{45}]] + C_{12}X_6}{X_2} \]

\[ a^{(2)}_{331} = -\frac{(2A_1 + 2C_{11} + H_{11})Z_1 - C_{11}[Z_2 + (\Gamma_{12} + \Gamma_{24})\Gamma_{31} \Gamma_{45}]] + A_1X_7}{X_3} \]

\[ a^{(2)}_{332} = -\frac{(2B_i + 2C_{12} + H_{12})Z_1 - C_{12}[Z_2 + (\Gamma_{12} + \Gamma_{24})\Gamma_{31} \Gamma_{45}]] + B_i[Z_3 - (\Gamma_{12} \Gamma_{21})\Gamma_{45}]}{X_3} \]

\[ a^{(2)}_{331} = \frac{(\omega + d_{33})\left[ \Omega_a^2 \left( a^{(2)}_{111} - a^{(2)}_{221} - a^{(2)}_{331} - 2a^{(2)}_{441}\right) - D_3\Omega_c^2 (a^{(2)}_{331} - a^{(2)}_{441}) - \Omega_c^2 \Omega_a^2 a^{(1)}_{51} - D_4a^{(1)}_{331} \right]}{D_1D_4 - \|\Omega_a\|^2 \|\Omega_c\|^2} \]

\[ a^{(2)}_{332} = \frac{(\omega + d_{33})\left[ \Omega_a^2 \left( a^{(2)}_{112} - a^{(2)}_{222} - a^{(2)}_{332} - 2a^{(2)}_{442}\right) - D_3\Omega_c^2 (a^{(2)}_{332} - a^{(2)}_{442}) - \Omega_c^2 \Omega_a^2 a^{(1)}_{52} - D_4a^{(1)}_{332} \right]}{D_1D_4 - \|\Omega_a\|^2 \|\Omega_c\|^2} \]

\[ a^{(2)}_{331} = \frac{\Omega_a \left[ \Omega_a^2 \left( a^{(2)}_{111} - a^{(2)}_{221} - a^{(2)}_{331} - 2a^{(2)}_{441}\right) - D_3\Omega_c^2 (a^{(2)}_{331} - a^{(2)}_{441}) - \Omega_c^2 \Omega_a^2 a^{(1)}_{51} - D_4a^{(1)}_{331} \right]}{D_1D_4 - \|\Omega_a\|^2 \|\Omega_c\|^2} \]

\[ a^{(2)}_{332} = \frac{\Omega_a \left[ \Omega_a^2 \left( a^{(2)}_{112} - a^{(2)}_{222} - a^{(2)}_{332} - 2a^{(2)}_{442}\right) - D_3\Omega_c^2 (a^{(2)}_{332} - a^{(2)}_{442}) - \Omega_c^2 \Omega_a^2 a^{(1)}_{52} - D_4a^{(1)}_{332} \right]}{D_1D_4 - \|\Omega_a\|^2 \|\Omega_c\|^2} \]

\[ a^{(2)}_{331} = \frac{\Omega_a \left[ \Omega_a^2 \left( a^{(2)}_{111} - a^{(2)}_{221} - a^{(2)}_{331} - 2a^{(2)}_{441}\right) - D_3\Omega_c^2 (a^{(2)}_{331} - a^{(2)}_{441}) - \Omega_c^2 \Omega_a^2 a^{(1)}_{51} - D_4a^{(1)}_{331} \right]}{D_1D_4 - \|\Omega_a\|^2 \|\Omega_c\|^2} \]

\[ a^{(2)}_{332} = \frac{\Omega_a \left[ \Omega_c^2 \left( a^{(2)}_{112} - a^{(2)}_{222} - a^{(2)}_{332} - 2a^{(2)}_{442}\right) - D_3\Omega_a^2 (a^{(2)}_{332} - a^{(2)}_{442}) - \Omega_c^2 \Omega_a^2 a^{(1)}_{52} - D_4a^{(1)}_{332} \right]}{D_1D_4 - \|\Omega_a\|^2 \|\Omega_c\|^2} \]

\[ a^{(2)}_{331} = \frac{\Omega_a \left[ \Omega_c^2 \left( a^{(2)}_{111} - a^{(2)}_{221} - a^{(2)}_{331} - 2a^{(2)}_{441}\right) - D_3\Omega_a^2 (a^{(2)}_{331} - a^{(2)}_{441}) - \Omega_c^2 \Omega_a^2 a^{(1)}_{51} - D_4a^{(1)}_{331} \right]}{D_1D_4 - \|\Omega_a\|^2 \|\Omega_c\|^2} \]

\[ a^{(2)}_{332} = \frac{\Omega_a \left[ \Omega_c^2 \left( a^{(2)}_{112} - a^{(2)}_{222} - a^{(2)}_{332} - 2a^{(2)}_{442}\right) - D_3\Omega_a^2 (a^{(2)}_{332} - a^{(2)}_{442}) - \Omega_c^2 \Omega_a^2 a^{(1)}_{52} - D_4a^{(1)}_{332} \right]}{D_1D_4 - \|\Omega_a\|^2 \|\Omega_c\|^2} \]

where

\[ A_i = \frac{\Omega_c^2 \rho_{43}^{(0)} - \Omega_a^2 \rho_{43}^{(0)}}{D_1} \]

\[ B_i = \frac{(\omega + d_{32})\left( \Omega_a^2 \rho_{54}^{(0)} - \Omega_a^2 \rho_{54}^{(0)}\right) + (\omega + d_{32})\left( \Omega_c^2 \rho_{54}^{(0)} - \Omega_c^2 \rho_{54}^{(0)}\right)}{D_2} \]

\[ C_{11} = \frac{(\omega + d_{33})\left[ \Omega_c^2 a^{(1)}_{331} - \Omega_a^2 \left( \Omega_a^2 a^{(1)}_{51} + \Omega_c^2 a^{(1)}_{51} - \Omega_c^2 \Omega_a^2 a^{(1)}_{51} - D_4a^{(1)}_{331} \right) \right]}{D_3D_4 - \|\Omega_a\|^2 \|\Omega_c\|^2} \]

\[ \text{4} \]
\[
C_{12} = \frac{(\omega + d_{3s}) \left[ \Omega \Omega_{a2}^{\prime(1)} \Omega_{a2}^{\prime(1)} - \Omega_{a} \left[ \Omega_{c} \Omega_{c}^{\prime 2} a_{s2}^{(1)} + \Omega_{c} D_{4} a_{s2}^{(1)} - \Omega_{c} D_{4} a_{s2}^{(1)} \right] \right]}{D_{3} D_{4} - \left[ \Omega_{a} \right]^{2}}.
\]

\[
D_{3} = (\omega + d_{3s})(\omega + d_{3s}) - \left[ \Omega_{a} \right]^{2}
\]

\[
D_{4} = (\omega + d_{3s})(\omega + d_{3s}) - \left[ \Omega_{a} \right]^{2}
\]

\[
H_{11} = \frac{D_{3} (\omega + d_{3s})}{D_{3} D_{4} - \left[ \Omega_{a} \right]^{2}} \left[ \Omega_{c} \Omega_{a} a_{s1}^{(1)} + D_{4} a_{s1}^{(1)} - \Omega_{c} \Omega_{a} a_{s1}^{(1)} + D_{4} a_{s1}^{(1)} \right] + (\omega + d_{3s}) \left( \frac{a_{s1}^{(1)}}{\Omega_{c}} - \frac{a_{s1}^{(1)}}{\Omega_{c}} \right)
\]

\[
H_{12} = \frac{D_{3} (\omega + d_{3s})}{D_{3} D_{4} - \left[ \Omega_{a} \right]^{2}} \left[ \Omega_{c} \Omega_{a} a_{s2}^{(1)} + D_{4} a_{s2}^{(1)} - \Omega_{c} \Omega_{a} a_{s2}^{(1)} + D_{4} a_{s2}^{(1)} \right] + (\omega + d_{3s}) \left( \frac{a_{s2}^{(1)}}{\Omega_{c}} - \frac{a_{s2}^{(1)}}{\Omega_{c}} \right)
\]

\[
X_{1} = \Gamma_{12} \Gamma_{13} (\Gamma_{14} + \Gamma_{24} + \Gamma_{34})
\]

\[
X_{2} = (\Gamma_{12} \Gamma_{13} + \Gamma_{21} \Gamma_{13} + \Gamma_{12} \Gamma_{31}) (\Gamma_{14} + \Gamma_{24} + \Gamma_{34} \Gamma_{45})
\]

\[
X_{3} = (\Gamma_{12} \Gamma_{14} + \Gamma_{12} \Gamma_{24} - \Gamma_{13} \Gamma_{24}) \Gamma_{45}
\]

\[
X_{4} = (\Gamma_{13} \Gamma_{14} + \Gamma_{12} \Gamma_{34} - \Gamma_{13} \Gamma_{34}) \Gamma_{45}
\]

\[
X_{5} = (\Gamma_{13} \Gamma_{24} + \Gamma_{24} \Gamma_{31} - \Gamma_{13} \Gamma_{21} - \Gamma_{34} \Gamma_{21}) \Gamma_{45}
\]

\[
X_{6} = (\Gamma_{13} \Gamma_{24} + \Gamma_{24} \Gamma_{31} + \Gamma_{24} \Gamma_{21} - \Gamma_{13} \Gamma_{21} - \Gamma_{14} \Gamma_{21}) \Gamma_{45}
\]

\[
X_{7} = (\Gamma_{12} \Gamma_{34} + \Gamma_{21} \Gamma_{34} - \Gamma_{24} \Gamma_{31} - \Gamma_{12} \Gamma_{31}) \Gamma_{45}
\]

\[
Y_{1} = (\Gamma_{14} + \Gamma_{24} \Gamma_{21} + \Gamma_{34} \Gamma_{21}) \Gamma_{13}
\]

\[
Y_{2} = (\Gamma_{13} \Gamma_{14} + \Gamma_{14} \Gamma_{31} + \Gamma_{34} \Gamma_{13} + \Gamma_{34} \Gamma_{31}) \Gamma_{45}
\]

\[
Z_{1} = (\Gamma_{14} + \Gamma_{24} \Gamma_{34} \Gamma_{12} \Gamma_{31})
\]

\[
Z_{2} = (\Gamma_{14} \Gamma_{15} + \Gamma_{14} \Gamma_{14} + \Gamma_{12} \Gamma_{24} + \Gamma_{21} \Gamma_{24}) \Gamma_{45}
\]

\[
Z_{3} = (\Gamma_{34} \Gamma_{12} \Gamma_{21} \Gamma_{34} \Gamma_{14} + \Gamma_{31} \Gamma_{34} \Gamma_{45})
\]

Text D: Explicit expressions of \( W_{ij} \)

\[
W_{11} = -\kappa_{14} \frac{\Omega \left( \omega + d_{3s} \right) a_{s1}^{(2)} + \Omega \left( \omega + d_{3s} \right) \rho_{s1}^{(2)} + \left( \omega + d_{3s} \right) \left( \omega + d_{3s} \right) \left( a_{s1}^{(2)} - a_{s1}^{(2)} \right)}{D_{1}}, \quad (D1)
\]

\[
W_{12} = -\kappa_{14} \frac{\Omega \left( \omega + d_{3s} \right) a_{s1}^{(2)} + \Omega \left( \omega + d_{3s} \right) \rho_{s1}^{(2)} + \left( \omega + d_{3s} \right) \left( \omega + d_{3s} \right) \left( a_{s1}^{(2)} - a_{s1}^{(2)} \right)}{D_{1}}, \quad (D2)
\]

\[
W_{21} = -\kappa_{24} \frac{\Omega \left( \omega + d_{3s} \right) a_{s2}^{(2)} + \Omega \left( \omega + d_{3s} \right) \rho_{s2}^{(2)} + \left( \omega + d_{3s} \right) \left( \omega + d_{3s} \right) \left( a_{s2}^{(2)} - a_{s2}^{(2)} \right)}{D_{2}}, \quad (D3)
\]

\[
W_{22} = -\kappa_{24} \frac{\Omega \left( \omega + d_{3s} \right) a_{s2}^{(2)} + \Omega \left( \omega + d_{3s} \right) \rho_{s2}^{(2)} + \left( \omega + d_{3s} \right) \left( \omega + d_{3s} \right) \left( a_{s2}^{(2)} - a_{s2}^{(2)} \right)}{D_{2}}, \quad (D4)
\]

where \( a_{21}^{(2)} = (a_{s1}^{(2)} - a_{s1}^{(2)})/\left(\omega + d_{21}\right) \).